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Hidden in Plain Sight — Reconsidering the Use
of Race Correction in Clinical Algorithms
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Physicians still lack consensus on the meaning
of race. When the jJournal took up the topic in
2003 with a debate about the role of race in
medicine, one side argued thar racial and ethnic
categories reflected underlying population ge-
netics and could be clinically useful® Others
held thar any small benefit was outweighed by
potential harms thar arose from the long, rotten
history of racism in medicine® Weighing the
two sides, the accompanying Perspective article
concluded thar though the concept of race was
“fraught with sensitivities and fueled by past
abuses and the potential for furure abuses™
race-based medicine still had potential: “it seems
unwise to abandon the practice of recording race
when we have barely begun to understand the
architecture of the human genome.™

The next year, a randomized trial showed that
a combination of hydralazine and isosorbide
dinitrate reduced mortality due to heart failure
among patients who identified themselves as
black. The Food and Drug Administration grane
ed a race-specific indication for that product,
BiDil, in 2005 Even though BiDil's ulrimate
commercial failure cast doubt on race-based
medicine, it did not lay the approach o rest.
Prominent geneticists have repeatedly called on
physicians to take race seriously,** while distin-
guished social scientists vehemently contest these
dlls.'-‘

Our understanding of race and human genes
ics has advanced considerably since 2003, yer
these insights have not led to clear guidelines on
the use of race in medicine. The result is ongoing
coaflict between the latest insights from popula-
tion genetics and the clinical implementation of
race. For example, despite mounting evidence that
race is not a reliable proxy for generic difference,
the belief that it is has become embedded, some-
times insidiously, within medical practice. One
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subtle insertion of race into medicine involves
diagnostic algorithms and practice guidelines
thar adjust or “correct” their curputs on the basis
of 2 parient’s race or ethnicity. Physicians use these
algorithms o individualize risk assessment and
guide clinical decisions. By embedding race into
the basic data and decisions of health care, these
algorithms propagate race-based medicine. Many
of these race-adjusted algorithms guide decisions
in ways thar may direct more artention or re-
sources to white parients than to members of -
cial and ethnic minorities.

To illustrate the potential dangers of such
practices, we have compiled a parrtial list of race-
adjusted algorithms (Table 1). We explore several
of them in detail here. Given their potential to
perpetuate or even amplify race-based health
inequiries, they merit thorough scrutiny.

CARDIOLOGY

The American Heart Association (AHA) Ger
with the Guidelines—Heart Failure Risk Score pre-
dicts the risk of death in patients admitted to the
hospizal® I assigns three addirional points to any
patient identified as “nonblack ™ thereby catego-
rizing all black patients as being at lower risk.
The AHA does not provide a rationale for this
adjustment. Clinicians are advised to use this risk
score to guide decisions abour referral to cardi-
ology and allocation of health care resources.
Since “black™ is equated with lower risk, follow-
ing the guidelines could direct care away from
black patients. A 2019 study found thar race may
influence decisions in hearr-failure management,
with able conseq es: black and Larinx
patients who presented 1o 2 Boston emergency
department with hearr failure were less likely
than white patients to be admitted to the cardi-
ology service. ™

M OENGL) MED RS NEJM OAC  ALGCUST 27, 2020

Examples of
race correction in
clinical medicine*:

« Kidney function

* Kidney stones

* Heart failure

* Urinary tract
Infection

 Lung function

The New Eaghind Joumal of Medicine Source: v(
Downloaded m.,j,,gmm@;_;‘;m ;.,.,,t.,_,;'.,‘.,‘.,.,‘:, D i et willhint piininian Vyas DA, Eisenstein LG, Jones DS. Hidden in plain sight — reconsidering the use of a
Copyright © 2020 Massachmsctis Modical Society. All rghts reserved. race correction in clinical algorithms. N Engl J Med. 2020;383:874-882. a
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Dissecting racial bias in an algorithm used to mana :
the health of populations patlentS who have

ZIAD OBERMEYER BRIAN POWERS, CHRISTINE VOGELI, AND SENDHIL MULLAINATHAN Authors Info & Affiliations tI I ‘ : ;al I l ‘ ! I ‘ ! V‘ ! | Of
SCIENCE - 250ct2019 - Vol 366, Issue 6464 - pp. 447-453 - DOL 10.1126/science.aax2342

o o . » heed, and the
. . algorithm thus
Racial bias in health algorithms
The U.S. health care system uses commercial algorithms to guide health decisions. fa-l S e Iy CO n C I u d eS

Obermeyer et al. find evidence of racial bias in one widely used algorithm, such

that Black patients assigned the same level of risk by the algorithm are sicker than th at B | aC k p ati e n tS

White patients (see the Perspective by Benjamin). The authors estimated that this

racial bias reduces the number of Black patients identified for extra care by more .

than half. Bias occurs because the algorithm uses health costs as a proxy for health are h e a.l t h I e r th an
needs. Less money is spent on Black patients who have the same level of need, and

the algorithm thus falsely concludes that Black patients are healthier than equally e q u al Iy S I C k W h Ite
sick White patients. Reformulating the algorithm so that it no longer uses costs as

a proxy for needs eliminates the racial bias in predicting who needs extra care.
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Source:

Jain A, Brooks JR, Alford CC, et al.
Awareness of Racial and Ethnic Bias and
Potential Solutions to Address Bias With
Use of Health Care Algorithms. JAMA
Health Forum. 2023;4(6):€231197.
doi:10.1001/jamahealthforum.2023.1197

JAMA Health Forum.

Original Imaestigation

Awareness of Racial and Ethnic Bias and Potential Solutions to Address Bias

With Use of Health Care Algorithms

Anjak Jain, MID: Jasmin R. Brooks, MA; Cleothia C. Alford, MPS, M5c; Christine 5. Chang, MO, MPH; Hora M. kueller, PhD, Mas;

Crag A. Umscheic, MID, ME; Arlene 5. Biermman, B0, ME

Abstract

IMPORTANCE Algarithms are commenly incorporated inta health care decision toak used by health
syatems and payers and thus affect quality of care, scceds, and hesith outcomes. Some algorithms
inchude a patient’s race or ethnicity among their inputs and can |esd cliriciars and decision-makers
o make choices that vary by race and potertially alfect inenuities.

DBJECTIVE To inform an evidence review on the use of race- and ethnicity-based slgorithens in
hiealth cane by gathesing public and stakeholder perspectives about the repescussions of and effarts
o sddress alporithm-relstad bis,

DESIGN, SETTING, AND PARTICIPANTS Cualitative method wane ubed Lo ansyze reiponies.
Respanses were initially open coded and then consolidsted to create a codeboak, with themes
and subthermes identified and finalized by corsensus. This qualitative study wis conducted ram
May 4, 2021, through December 7, 2022, Forly-Dwo Organization répresentstives (eg, cinical
professional sodeties, universities, govermment agencies, payers, and health technology
organizations) and ndividuss responded to the request Tor information.

MAIN OUTCOMES AND MEASURES |dentification of algosithms with the patential for race-
and ethnicity-baded bisses and gualitative themes.

RESULTS Forty-twd respondants idamified 18 sigorithims curmently in use with the patential for biss,
inchuding, lor examgle, the Smple Calculated Osteoparasss Risk Estimation rsk predictaon teol and
the risk caleulstor for vaginal birth after cesarean section. The 7 qualitative themes, with 31
Sulythesmes, included the fallowing: (1) algorthms ane in widesprasd use and have significant
repercussions, (2] biss can result from slgorithms whether or not they explicitly indude race,

(3} chnicians and patients are aften unawareof the wse of Sgorithims snd potential for biss, (4] race
is & social construct used a5 a praxy Tor clinical variabies, [3) thene is a lack of standardization in havw
race and social detenrminams of health are collected and defined, (6] bixs can be introduced at sl
stages ol algonithm dewelopaent, and (7) algonithms should be discus sed as part of shared decision-
rnakirg between the patient and dinidan.

COMCLUSIONS AND RELEVAMNCE This quesitative study found thst parlicipants perceived
wides pread and increasing use of algorithms in hasith care and lack of oversight, potentially
exacerbaling racial and ethnic insguities. Inoasding swaneness for clinicians and patients and
standardized, trarsparent approaches for algesithm development and implementation may
bie needed to address racial and ethnic bizses refated to slgorithms.

JAMA Haalth Forum. 3003:46):e2 31T dok 131 amat

Open Access. This i an open acoess articks dnribured under th temes of tha OCBY Licenss.

Key Points

Question How are racial and &
biases associated with health c
algarithms and effarts to.addre
biases perceived?

Findings In this qualitative st
wiews regarding health carealg.
respanses from 42 respondent
suggested algorithms ane in wil
e and may be biased whethe
they include race; there is no
standardization in haw raceis ¢
s can be introduced at all st
algarithm development and
implernentation: and algarithe
and bias should be disciased b
dirsciars and patients, who ar
uraware of their use and poter
far bias.

Meaning Findings suggest tha
standardized and rigonous app
fiar algorithen development ang
implermnentation are merded 1o
racial and ethnic biases from al)
and reduce health inequities.

+ Supplemental content

Authar aifilatione and artick informa)
Estad at tha end of this articke.

13

...algorithms’ use

and bias should be
discussed between

clinicians and
patients, who are
often unaware of
their use and
potential for bias.”

JAMA Haalth Fonim. 2023 406)-e231197. dat 100 jamahaaith fonim 2023 1097

Jure 3, 2022 3
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New and Emerging Areas in Medicine:
Competencies Across the Learning Continuum

Series "
2019 Quality Improvement and Patient Safety
2020 Telehealth P
2021 Diversity, Equity and Inclusion
2022+ TBD i

To learn more, see https://www.aamc.orqg/CBME
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Scope & Approach

Integrate and build
from existing
milestones, EPAs,
competencies in

Tiered based on level
of learner — student,
resident, and

Aligned with the six
core domains of
competence by

attending physician . ACGME/ABMS
specialized areas
Physician—Ievel Engage diverse _
competencies that are stakeholders Continuous
applicable to all throughout enhdarllcement
mode

physicians regardless development
of specialty process




Domain: Diversity
Subdomain: Advancing Diversity and Integration in Practice

Knowledge and practices demonstrating that one values

and understands how aspects of an individual’s
overlapping identities create unique lived experiences m
that may influence health and health care outcomes Role models how the

practice of self-reflection
can help with identifying
- and mitigating effects of
I\/Iltlgates the e_ffeC_tS_ of persona| biases
personal bias in clinical
decision-making and
. delivery of patient care
Demonstrates evidence of
self-reflection and how
one’s personal identities,
biases, and lived
experiences may influence
one’s perspectives, clinical
decision-making, and
practice

AN\
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Engage diverse
health

professionals in
improvement
discussions,
including cross-
continuum and
cross-discipline
colleagues.

Develop
Conduct gap Plan individual targeted
analyses of local professional learning
curricula and development objectives or
training plans to improve align existing
programs. competence. LOs to the
competencies

Intended Uses



Advocates for policies and
practices that promote, build,
and sustain diversity of the
health care team (D4)

What is our

role?
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Snyder JE, Upton RD, Hassett TC, Lee H, Nouri Z, Dill M. Black Representation in the Primary Care Physician Workforce and Its Association
With Population Life Expectancy and Mortality Rates in the US. JAMA Netw Open. 2023 Apr 3;6(4):e236687. doi:
10.1001/jamanetworkopen.2023.6687. PMID: 37058307; PMCID: PMC10105312.
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Explores stratified quality
Improvement (Ql) data for
their patient population and
uses these data to identify
health care disparities(ED5)

Advocates for policies and
practices that promote, build,
and sustain diversity of the
health care team (D4)

What is our

role?
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Even after [socioeconomic conditions]
are accounted for, race and ethnicity

FTREATMENT remqln significant predlctc_)rs of the
guality of health care received.

CONFRONTING RACIAL AND ETHNIC
DISPARITIES IN HEALTHCARI

Institute of Medicine of the National Academies
Consensus Study Report

A
>
<
O
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Source:
2019 National

Figure 2. Number and percentage of quality measures with disparity at baseline for which
disparities related to race and ethnicity were improving, not changing, or worsening over time,

2000 through 2014, 2015, 2016, 2017, or 2018
Improving Not Changing m Worsening

100%

3 2 2 1 S

Black (n=58) Asian (n=37) Al/AN (n=34) NHPI (n=16) Hispanic, All Races

(n=53)

Healthcare Quality and Disparities Report. Rockville, MD: Agency for Healthcare
Research and Quality; December 2020. AHRQ Pub. No. 20(21)-0045-EF.
https://www.ahrg.gov/sites/default/files/wysiwyg/research/findings/nhqrdr/2019qdr-cx061021.pdf



Deconstructing Racism, Hierarchy, and Power
in Medical Education: Guiding Principles on
Inclusive Curriculum Design

mMajor oute

e gescribed as a

Rauxn‘. has been embedded in the
ution of medicine and medical
ion for centuries. The origi
» Samuel Morton, Jc
Nott, and Paul Broca's theory of
racial inferiority, which permeates
througt e teachings of moden
ractice.’ Today, racism in
medicine manifests in many ways
including, through the use of race as a
risk factor for pathology, even though
the literature clearly defines race asa
socially derived concept that is founded
on unequal distribution of power.>
This misuse of the social construct of
race creates an improper connection
between race, genetics, and sociological

racial disparities, which perpetuates

1 that there are
biologically derived racial differences.**
This misconception is connected to

the stunting of physicians’ clinical

he disproportionate level
parities experienced by
communities of color.* These phenomena
converge in the experiences of trainees
and physicians of color who, despite
being members of the institution of
medicine, are still subject to the social
injustices of racism. These experiences
may involve the explicit and hidden
curriculum about race in undergraduate
and graduate medical education; a

lack of representation; overt racism

from colleagues and patients; and the
implicit and explicit biases expressed by
supervisors, colleagues, and patients

Given the diverse clinical and educational
environment of Boston University School
of Medicine SM) and the role that

all medical schools play in preparing
students to care for, work with, and

ure health equity for all
patients, we believe the work of removing
racist ideologies and practices from
medical curricula is of critical importance
for all medical educators.” In this article

advocate to er

we describe the ways in which the
curriculum at BUSM has unintentionally
reified the disprove ion of biological
races and descr e curricular
analysis undertaken to dismantle these
harmful concepts with the goal
promoting health e
indusive curriculum. The key findings
of our analysis are transferable to oth:
medical education institutions, and the
described review process can support
peer institutions as they engage in the
imperative work of institutional reflection
and addressing the salient ideas and
practices that uphold racism in medicine

Vertical Integration Group
Commission and Design

To educate the next generation of
physicians about racism in me
and out of concern that the curr
required critical assessment and change
we, a group of students and faculty

at BUSM, initiated a longitudinal
curriculum analysis. This analysi
jormed through the crea
3 og group (VIG
ned by the BUSM Medical
on Committee (MEC), from
9 to June 2020. The VIG was

was pe

© 2021 AAMC. May not be reproduced without permission.

Embedding structural practices

IN medical education to
dismantle racism in medicine

 Critically examine the use of

race In clinical vignettes and
exam questions.

 Diversify clipart and medical

Images.

 Critique the strength of

evidence in race-based
medical practices

Source: Green, Kaye-Alese MA'; Wolinsky, Rebecca Parnell, Sabreea ).3; del
Campo, Daniela% Nathan, Ajay S. MS® Garg, Priya S. ; MD¢; Kaplan, Samantha E. MD,
MPH?; Dasgupta, Shoumita PhD8 Deconstructing Racism, Hierarchy, and Power in
Medical Education: Guiding Principles on Inclusive Curriculum Design, Academic
Medicine: June 2022 - Volume 97 - Issue 6 - p 804-811
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ED REAL Dashboar Help

o ED Treatment Dept
Time to Event AES-UH

ED Arrival Year

Multiple values

Age Group

All

Chief Complaint

_Abdominal Pain

Group Selector

Age Group

Group Filter

Time-to-event Selecto

Time to First Pain Me¢

Grouping Selector

Non-White or Hispanid
Grouping Filter

Non-White or Hisp
« |Unknown

White, N

n-Hispan

Color Legend
M Non-White or Hisp
|

White, Non-Hispar|

wn

Minutes to Event A

Tsuchida RE, Haggins AN, Perry M, et

al. Developing an electronic health record-derived

Health equity dashboard to improve learner access to data and
metrics. AEM Educ Train. 2021;5(Suppl. 1):5116-5120.
https://

doi.org/10.1002/2aet2.10682

Racahoect 30 Pegmuny DTL

Bavtiees 13 My 221 Aocepiect 14 Jure 311

Db 10 LO0G \met DSR2

HMOVATIONS REPORT

AEM

Developing an electronic health record-derived health equity
dashboard to improve learner access to data and metrics

Ryan E. Tsuchida MD & | Adrianne M. Haggins MD, M5 | Marcia Perry MD
Chiu-Mei Chen PhD | Richard P. Medlin MD, M51S | William 1. Meurer MD, M52 |

John Burkhardt MD, PhD

Cwpartrasct of Exargency Hadicis,
Unbvrzity of Michiger, Aan fsor.
Richigen, US4

Comezzarcencs

Chriimphar B Mung, Tedsmar Certee (5
W34, 1530 B. Radicel Casvime Drbvs, 5P
5335, Ann Rsyor I SO0 USA.

S sk crtuagdmad srich BEu

Fuxiing Imhhmer

CHF haz mecsdved sw1sarTh oupart
unredatad 12 thh: woest fam e Watlons
Heart, Lung, and Biaod Inctiute
REIELLI00EL

speribing b dibar siden Landry Mo, WPH.

Christopher M. Fung MD, M5

Abetract

Ofjectives: It is eszentizl fo engags beamers in efforts simed ot dsmanding racizm
and other contributors o heshh e disparities. BEamiers to their imaokaement incuds
mited access fo data. The objective of owr study wes to creste & dats dachboand
LEing an existing guslity improwement (00 infrastroctore and peovide resident soess
o dats bo Facilitate axplormstory sralyzis on disparities in amengency department [EDY
patent care.

Methods Focusing on patient populstions that Fawe previously been shown in the
Fezrature to suffer Sgnificant disparnties in the ED, we exiracied outoomes aomss
= vanety of metrics siresdy colecied == part of routine EDY operstione. Using dats
visualizetion software, we developsd an inbersctes deshioand for visa| explorstory
FiF

Result= We dasigred a dachboard for cwr resident bamers with views that are fax-
iole and allow user salected Filters to view dinicsl cutcomes by patient age, treatment
area, and chief complaint. Leamers were doo dllowed to select grouping and out
comes of ierest to ivestigate guestions and form new hypotheses of their choos-
rg. Svaiable dashboard views included summa ry counts view to assess ED visits over
time by sebsctable group, & rooming and trisge stuity view, time-to-event survivel
curve visw, histogram and box plict views for continuous vaniables, 5 wiew to szzess
outome variables by time of day of ED amivel, customizsble contngency table views,
and comesponderce srakysis.

Condesions: Ulizing an exsting Ol infrastruchare, we developed 3 dashibsoard that
provides @ new perspeciive it commonly collected ED operations data to allow for
the exploration of dispantes in ED care that is acoessible to beamers. Futune: dirsc-
tions include using these dats to refine hysotheses on ED dispanities, urderstand root
ez, devedop intervervions, snd measure their impact.

EEYWORDS
sntirscizm, dachbosrd, EHR, haskn squity, qualty Improvenent, vioslzaticn

2071 by tha Society dar Azsiemk Emargmacy Usdicies

218 wimpzaliralizewrs cor. foural (et
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Explores stratified quality
Improvement (Ql) data for
their patient population and
uses these data to identify
health care disparities(ED5)

Advocates for policies and
practices that promote, build,
and sustain diversity of the
health care team (D4)

What is our

role?

Collaborates with a diverse
Interprofessional team within
their system and with
community members to meet

Identified community health
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our 3
healthyDC DC CHNA Home

Your gateway to the District’s interactive p™

A

Source:
DC Health Matters Collaborative. http://www.dchealthmatters.ora/
https://ourhealthydc.org/dc-chna/

S
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DC Health Matters Collaborative
Children’s National Health Sytem | Howard University Hospital

HSC Health Care System | Providence Health System | Sibley Memorial Hospital
Bread for the City | Community of Hope | Mary's Center | Unity Heaith Care

| care coordination | health literacy |

21 ©2021 AAMC. May not be reproduced without permission.
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Advocates for policies and
practices that promote, build,
and sustain diversity of the
health care team (D4)

Explores stratified quality
Improvement (Ql) data for
their patient population and
uses these data to identify
health care disparities(ED5)

What is our

role?

Collaborates with a diverse
Interprofessional team within
their system and with
community members to meet

Identified community health

IEELEN(=))

Promotes social justice and
engages In efforts to
eliminate health care

disparities (E10)



Source:
https://www.aamc.org/news/confronting-
race-diagnosis-medical-students-call-
reexamining-how-kidney-function-
estimated

23 ©2021 AAMC. May not be reproduced without permission.

Confronting race in diagnosis:
Medical students call for
reexamining how kidney
function is estimated

For 21 years, physicians have corrected for race in a formula
that estimates kidney function. Students are increasingly
questioning why, especially since kidney failure
disproportionately impacts Black patients.

A
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Guiding Principles for Civic
Advocacy by Medical
Students and Prospective
Applicants

Group on Student Affairs

For more information, visit: www.aamc.org/career-development/affinity-groups/gsa
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Use of Clinical Algorithms in Decision-Making (§ 92.210)

Proposed § 92.210 states that a covered entity must not discriminate against any
individual on the basis of race, color, national origin, sex, age, or disability
through the use of clinical algorithms in its decision-making. This is a new

provision, and this topic has not been addressed in previous Section 1557

rulemaking. The Department believes it is critical to address thic icena avnlicitly

in this rulemaking given recent research demonstrating the | Wh | I e cover ed ent | { | es are not
algorithms that may result in discrimination.[545] Further, th | | ab | e f or c I | N | C al al g or | t h ms th at

became aware that clinical algorithms in state Crisis Standai .
used during the COVID-19 pandemic may be screening out i th ey d I d n Ot d evel O p y th ey m ay b e
disabilities, as discussed in more detail below. OCR believes h el d I | ab I e un d er th | S p rOV| S | on fo r
02.210 would put covered entities on notice that they cannot .t h . - . .

eir decisions made in reliance
clinical algorithms and may need to make reasonable modifi - )
of the algorithms, unless doing so would cause a fundament: on C I INiC al al g ori t h mSs.

health program or activity. The intent of proposed § 92.210 is not to prohibit or
hinder the use of clinical algorithms but rather to make clear that discrimination

that occurs through their use is prohibited.

Source:
https://www.federalregister.gov/document
s/2022/08/04/2022-
16217/nondiscrimination-in-health-
programs-and-activities#p-979

AN\
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Advocates for policies and
practices that promote, build,
and sustain diversity of the
health care team (D4)

Explores stratified quality
Improvement (Ql) data for
their patient population and
uses these data to identify
health care disparities(ED5)

What is our

role?

Collaborates with a diverse
Interprofessional team within
their system and with
community members to meet

Identified community health

IEELEN(=))

Promotes social justice and
engages In efforts to
eliminate health care

disparities (E10)



'ﬁf—ﬂ Curriculum

2. Faculty development

Constructing an Equitable, Inclusive, and
Antiracist Learning Environment Compendium

Assessment

Collection of timely and diverse materials that support an antiracist, inclusive, and
equity-centered learning environment

« Examples may include guides, didactics, educational frameworks, guidelines,
assessment tools, tip sheets, and checklists

« Encouraged to align submissions with the DEI competency domains

« Compendium is distinct from, and will complement, existing DEI collections in
MedEdPORTAL

AN\
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MedEdPORTAL: The AAMC Journal of Teaching and
Learning Resources
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Resident Education and Virtual Medicine: A Billing Bonanza: Improving Resident Addressing a Gap in Medical School Training: wWww.m ed ed po rt a | fe) rg
Faculty Development Session to Enhance Knowledge of the 2021 Revised American Identifying and Caring for Human Trafflcking ) )
Trainee Skills in the Realm of Telemedicine Medical Association Outpatient Billing Survivors Using Trauma-Informed Care

March 7, 2023 Guidelines Through Gamification March 14, 2023

With COVID-19 accelerating the use of telemedicine, March 21,2023 Human trafficking is a major public heaith problem,

institutions had to implement the practice while Residents often feel unprepared for independent and health care workers are uniquely positioned to

teaching its logistics. This facuity training session practice, citing an unfamiliarity with billing. This help identify and care for survivors. This session helps

focuses on telemedicine best practices in the pediatric workshop uses gamification and led to knowledge learners recognize trafficking red flags and provide

realm. gains amongst incoming residents. care.
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Self-Directed
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Learn more:

Academic Medicine _ _
Podcast Anti-Racism Resources

Beyond the White Coat IDEAS Learning Series
Podcast



http://www.aamc.org/what-we-do/equity-diversity-inclusion

Malika Fair, MD, MPH, FACEP
Senior Director, Equity and Social Accountability
Associate Clinical Professor of Emergency Medicine
The George Washington University
E-mail: mfair@aamc.org

For more information, Visit;

aamc.org/diversity
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