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Problem:
The CUSP capstone project faced challenges in extracting 

information from NYS DEC forms due to handwritten and 

printed content, requiring manual data input.

Problem 
Statement

Solution: 
To address this, a new project was initiated to develop a product 

using optical handwriting recognition techniques, enabling 

streamlined analysis and digitization of form information.

Impact: 
This solution aims to improve efficiency, reduce errors, and 

enhance productivity when working with forms and archaic 

documents, empowering users to easily extract and analyze data.
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Our Journey



CUSP students visualized the flow of construction and demolition waste 

(CDW) in Long Island and New York City to support policymaking for 

local CDW recycling and reuse.

They transformed regulatory reports into a structured format and 

merged them into a machine-readable dataset.

A user-friendly spatial visualization tool was created for interactive 

exploration by non-technical users.

Challenges arose in data handling due to OCR software's difficulty in 

reading forms, resulting in misrepresenting repeated information and 

using aliases for data fields.

Manual data entry became necessary in the later stages of the project

Literature 
Review
An overview of the CUSP project



We developed a machine reading 
website using GCP + Vision API

Users can upload their scanned PDF 
forms, and the website generates a 
CSV file with all the extracted text data

The website also showcases our 

research and all the other elements 

involved

Our Work



Solution

Machine Reading 

Website



Research Journey

Build a Handwritten Text Recognition (HTR) System using 

TensorFlow

Our journey from developing OCR algorithms to GCP vision 

API

Utilize Google Cloud Platform + Vision API to  work on Optical 

Character Recognition (OCR)



Google Vision API vs OCR
Criteria Vision API Building an OCR Model

Requires less time and resources as pre-trained 

models and APIs are available

Highly accurate and reliable due to pre-trained 

models and large and diverse datasets

Limited customization but can meet the needs of 

most use cases

Typically more cost-effective with lower upfront 

costs and predictable ongoing costs

The provider handles ongoing maintenance and 

updates

Can handle a wide variety of image formats and 

languages

Requires significant investment of time and resources for 

data collection, annotation, model development, and 

ongoing maintenance
Potentially higher accuracy but requires significant 

expertise and ongoing optimization

Greater customization and control over OCR 

process, but may not be feasible for certain use 

cases
Expensive due to the need for a team of experts in 

machine learning and OCR

Requires ongoing maintenance and optimization to 

ensure continued accuracy and performance

Requires diverse training data that reflects the range 

of variability present in the data to be processed

Time and Resources

Customization

Cost

Maintainence

Data Variety

Accuracy
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pdf2png(): 

Used to extract images from a PDF, converts each 

page of a given PDF file into a PNG image file and 

saves it to a specified location. 

Image Positioning & Cropping 
DEFINED TWO FUNCTIONS

 crop(): 

Crops the image to three different regions of interest 

specified by the bounding box parameter to remove 

any unnecessary borders and returns the path of the 

cropped image file

RAW SCANNED PDF FILE IMAGE WITH REGIONS NEED TO BE 
RECOGNIZED  



String Regular Expression & Matching 

handler_pdf() function:

• Uses the PyPDF2 library to read the PDF file 

specified in the input path. 

• Then it passes the content of the file to 

find_all_fields_v3() 

• Returns the resulting dictionary.

find_all_fields_v3() : 

• A regular expression-based function

• extracts relevant fields information from a string input

• e.g: phone numbers, zip codes, state names, city names, 

addresses, facility names, generator names, and more from 

the input string.



DEMO



Technology 
comparison

Amazon 
Rekognition

IBM Watson 
Visual 
Recognition

Microsoft Azure 
Computer Vision

Accuracy

Provides facial 

analysis and text 

detection, but with 

more emphasis on 

facial recognition

The product is 

accurate but also 

depends on the 

training

accurate but requires 

significant expertise of 

the platform

Integration

Offers integration with 

other Amazon Web 

Services, as well as 

third-party applications 

Offers integration with 

other IBM Cloud 

services, as well as 

third-party applications 

Offers integration with 

other Microsoft Azure 

services, as well as 

third-party applications 

through APIs and 

SDKs

Maintenance

Ongoing maintenance 

and updates are 

handled by providers

Ongoing maintenance 

and updates are 

handled by providers

Ongoing maintenance 

and updates are 

handled by providers

Language 
Support

Limited

Over 20 languages

Over 60 languages

Customization

Vision API

Highly accurate and 
reliable due to pre-trained 
models and largest 
diverse datasets

Easily integrates with 
other Google Cloud 
services, as well as 
third-party applications 
through APIs and SDKs

Ongoing maintenance and 
updates are handled by 
providers

Over 50 languagesLimited customization but  
is the most suitable for 
use case with the feature 
to  training also available

Offers customization 

options through 

custom models and 

user feedback

Extensive 

customization to a 

point there has to be a 

dedicated resource to 

oversee this process

Offers some 

customization options 

and control over the 

OCR process

Google vision vs Competitors



FEATURE UPTO 1000 UNITS/MONTH
1001 - 5000000 
UNITS/MONTH

> 5000001 UNITS/MONTH

Label Detection Free $1.50 $1.00

Text Detection Free $1.50 $0.60

Document Text Detection Free $1.50 $0.60

Safe Search Detection Free Free with Label Detection, or 
$1.50

Free with Label Detection, or 
$1.50

Facial Detection Free $1.50 $0.60

Facial Celebrity Detection Free $1.50 $0.60

Landmark Detection Free $1.50 $0.60

Pricing Model



• Make this platform available for other NYC 
departments to help them digitize archaic 
documents.

1

• Create a credential usage system to increase 
the efficient usage of credits and allow 
multiple users to access our platform.

2

• Create a database and storage solution on the 
cloud to make this an end-to-end product 
and also enable data analytics to extract 
insights from the data

3

Future Scope
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